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Spin-crossover �SC� complexes are one of the most fascinating examples of molecular bistability, whose
solid-state properties are tightly connected to cooperative interactions within the crystal lattice. A variety of
macroscopic and microscopic models have been developed to explore the cooperative nature of the SC phe-
nomenon. We present here a two-variable microscopic Ising-like model for SC solids, accounting for the elastic
origin of the cooperativity using coupled spin and translational �lattice� degrees of freedom. Within our model,
the interaction between a pair of neighboring molecules in the crystal is dependent not only on their spin states
but also on their separation distance, modeled by spin-dependent Lennard-Jones �LJ� potentials. This scheme
leads explicitly to local variations in the interactions, associated to the local strain induced by the molecules
changing their spin state. In essence, the LJ potentials provide the anharmonicity of the crystal lattice. The
equilibrium �quasistatic� properties of the proposed Hamiltonian are analyzed by Monte Carlo simulations on
a regular deformable square lattice. We show that the spin dependence of the LJ potentials breaks the spin-state
symmetry in the free energy. The interplay between spin and lattice degrees of freedom shows itself in the
temperature evolution of the fraction of high-spin molecules and the mean lattice spacing, as a function of the
intersite coupling. For strong coupling, like-spin domains nucleate and develop, evidenced by a double struc-
ture in the distribution of lattice spacings; structural relaxation occurs at the domain walls. In the weakly
cooperative situation, the mean lattice constant scales directly with the fraction of high-spin species; structural
relaxation spans the entire system.
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I. INTRODUCTION

The thermally induced spin-crossover �SC� phenomenon
between the low-spin �LS� and the high-spin �HS� states of
Fe�II� molecular complexes has been the subject of intense
research activities.1,2 The intrinsic bistability that these ma-
terials exhibit originates from intramolecular vibronic cou-
pling. The higher electronic and vibrational degeneracy in
the HS state leads to a LS to HS entropy increase, which
drives the spin conversion. In addition to large variations in
the magnetic and optical properties upon the spin-state
change, drastic structural modifications occur, namely, a
typical �0.2 Å Fe-N bond lengthening and a 2%–5% unit
cell expansion.3 Besides temperature or pressure changes, the
spin conversion may alternatively be triggered by continuous
light excitation, albeit at very low temperature �light-induced
excited-spin-state trapping �LIESST� process�,4–6 and also at
higher temperature within the thermal hysteresis loop by
means of an intense pulsed laser.7,8 Owing to their
temperature- and light-induced switching potential, it is well
established that these molecular systems may have prospec-
tive use as sensors or may be integrated in data storage de-
vices.

In the solid state, strong electron-lattice coupling is at the
origin of the rich variety of behaviors SC materials exhibit,
such as gradual �spin crossover� or abrupt spin conversion
�first-order character� with often hysteresis in the case of
strongly cooperative materials. Although the concept is
rather ill defined, cooperativity is often attributed to the large
HS to LS molecular volume change coupled to elastic inter-
actions within the solid. In the framework of the continuum
elasticity theory, it has been pictured as the buildup of an

internal pressure, proportional to the concentration of LS
species.9–11 The local distortion �strain� of the crystal lattice
accompanying the spin transition has been traced back to
point defects at the iron site of the spin-changing molecule.
Cooperativity shows itself in the abruptness of the thermal
transition and low-temperature sigmoidal HS to LS relax-
ation curves, attributed to a self-accelerated process.12,13

Polymeric SC materials with one-dimensional �1D� chain or
two-dimensional �2D� layer structural architectures are em-
blematic examples of highly cooperative systems, with
sometimes extremely wide thermal hysteresis.14 In that case,
the bridging ligands play the role of efficient spin-state
propagators and contribute to the anisotropic elasticity. On
the other hand, for SC systems built from purely monomo-
lecular entities, it is quite clear that the intermolecular con-
tacts, through weak van der Waals, hydrogen bonds, or �-�
stacking, transmit the interactions to long range and are thus
responsible for the elastic properties of the solid.15

Intensive theoretical investigations have been devoted to
the development of more or less sophisticated models of spin
transition, treating cooperativity through various schemes.
Among others, macroscopic models based on the thermody-
namic theory of regular solutions were proposed. In the so-
called Slichter and Drickamer �SD� model, cooperativity is
described in mean field through phenomenological enthalpy
terms related to the intermolecular interactions.16 In the elas-
tic model for SC systems introduced by Spiering and
Willenbacher,9–11 SC molecules are considered as entities
whose volume and shape depend on their spin state, inserted
in an isotropic elastic medium. When a molecule undergoes
the spin transition, it creates a local strain which forces the
nearest-neighbor molecules to undergo the spin transition as
well �ferroelastic coupling�. In its more elaborated form, the
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Spiering scheme describes the crystal lattice within the De-
bye approximation and allows for anharmonicity through the
Grüneisen approximation.11,17 A variety of microscopic
Ising-like models were also designed, introducing a Hamil-
tonian of interacting two-level units with different energies
and degeneracies, as proposed by Wajnflasz and Pick18,19 and
Bousseksou et al.20 These models can reproduce most of the
equilibrium properties of SC materials as well as their dy-
namic behavior, including the sigmoidal relaxation, the two-
step transitions, and the photoinduced effects.21–27 The iso-
morphism between the macroscopic SD and microscopic
Ising-like model in the mean field has been formulated.24,28

A direct relation between the Ising coupling constant J and
the phenomenological cooperative factor � in the SD scheme
has been derived. The 1D version of the Ising-like model has
been further solved analytically.29 An alternative one-
dimensional model of SC molecules coupled to a phonon
field �atom-phonon coupling model� was established, the in-
termolecular interactions being introduced as harmonic
springs.30,31 This 1D model was recently solved
analytically32 and further extended to anharmonic
contributions.33 Various elastic models, for which the cou-
pling constant depends on the intersite separation distance,
have been proposed and investigated numerically through
molecular dynamics �MD� methods34,35 and Monte Carlo
�MC� simulations.36,37

The mechanism by which the spin conversion proceeds in
the solid state is a fundamental question. In the case of co-
operative materials, characterized by an abrupt thermal tran-
sition and sigmoidal relaxation kinetics, it has been widely
argued that molecule clustering may play a key role. The
very first experiments which have indirectly observed so-
called like-spin domains �LSDs� are powder and single-
crystal diffraction measurements.38–41 These techniques are
by no way sensitive to the molecular spin component but on
the contrary to lattice �structural� observables. In these ex-
periments, LSD shows itself at the thermally and light-
induced transitions by a clear separation of Bragg peaks cor-
responding to ordered HS and LS phases with different cell
constants �phase separation�. Within this framework, a do-
main consists of adjacent molecules, crystallographically or-
dered to sufficiently long range �i.e., comparable to the x-ray
or neutron spatial coherence of the experiment�, and with
well-defined intermolecular separation distances. The con-
cept of LSD has emerged quite early in the macroscopic and
microscopic model formulations, in which it is usually pic-
tured as a set of correlated like-spin adjacent molecules. De-
spite their success, Ising-like models are at present unable to
explain the Avrami kinetics of LSD nucleation and growth
derived from diffraction techniques.38 This is well under-
standable since under the assumption of pseudospins on
rigid-lattice sites, the Ising-like models cannot describe
changes in the positions of the molecules accompanying the
electronic configuration ordering and the associated local lat-
tice distortion. Hence crystallographic LSD would not be
defined. The importance of going beyond a fixed-lattice Ising
model has been stressed for investigating ordering process in
Cu-Au alloys42 or lipid bilayers,43 for instance. In the present
study, the strategy for introducing magnetoelastic couplings
in the Ising-like model of SC molecular solids is based on

the development of the intersite �intermolecular� interactions
on pairwise potentials of the Lennard-Jones �LJ� form, con-
sidering spin and lattice degrees of freedom through two
coupled on-site variables, which allows for continuous mo-
lecular displacements. As a general matter of fact, these po-
sition changes are expected to highly affect the characteris-
tics and even the nature of the transition since, even at the
level of global elastic deformations coupled to a nearest-
neighbor Ising model, the behavior is different from that of a
rigid-lattice Ising model.44 Our goal is to capture the essen-
tial features of the elastic contribution to the solid-state co-
operativity and reconcile experimental observations derived
through various techniques sensible either to the spin �spec-
troscopic or magnetic techniques� or the lattice variables
�diffraction techniques�.

The paper is organized as follows. Section II is devoted to
the presentation of the Hamiltonian and the technical details
of the Monte Carlo simulations. The equilibrium properties
of the model are described in Sec. III, as well as the depen-
dence of the transition mechanism �spin crossover or first-
order transition� on the parameters of the model; the condi-
tions for the presence of hysteresis are established. We
finally conclude in Sec. IV.

II. MODEL AND METHOD

A. Anharmonic Ising-like model

We adopt the two-level scheme of the Ising-like model, in
which the two molecular states are described by fictitious
scalar spin operators � �Fig. 1�. The HS and the LS states are
represented by �= +1 and �=−1, respectively, with corre-
sponding g+ and g− degeneracies of both electronic �angular
and spin� and intramolecular vibrational origins. Considering
the isomorphism between this degenerate Ising-like model
and the Ising model under a temperature-dependent field,45

the on-site Hamiltonian which accounts for the inner degrees
of freedom of N SC molecules is written as

H0 =
�eff�T�

2 �
i=1

N

�i, �1�

where �eff�T�=�−kBT ln�g� is the temperature-dependent
field, with � as the difference in ligand-field energy between
the two levels and g=g+ /g−�1 as the effective degeneracy
ratio, related to the LS to HS electronic and vibrational en-
tropy increase �S=kB ln�g�. This two-level scheme is a dras-
tic but appropriate simplification of the complete vibronic
system.20 The �S term in the effective field is the key ingre-
dient which drives the SC process.

In the standard microscopic Ising-like model, neighboring
i and j sites are coupled by a common “ferroelastic” interac-
tion Jij, irrespective of the spin states: JHS-HS=JHS-LS
=JLS-LS=J. The interaction term −J�i�j�i� j is thus phenom-
enologically added to Eq. �1� by analogy with ferromag-
netism. The thermodynamic properties of the Ising-like
model are governed by the sign and temperature dependence
of the effective field together with this coupling term.

Starting from the formal expression of the Ising-like
model, we introduce additional degrees of freedom to ac-
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count explicitly for the lattice energy and the local distortion
�strain� of the crystal lattice, induced by a single molecule
switching its spin state. Let r�i�xi ,yi� be the instantaneous
position vector of the ith site and r�i

0 the equilibrium position
vector in the undistorted lattice. The configuration of the
system is now characterized by 3N variables in two dimen-
sions ��1 ,x1 ,y1 , . . . ,�i ,xi ,yi , . . . ,�N ,xN ,yN�. The interaction
energy can be written in the general form as a lattice sum:

Hlat����,�r��� = �
	i,j


A��i,� j�Velast�r	i,j
,r	i,j

0 � , �2�

where the sum runs over all nearest-neighbor pairs 	i , j
.
r	i,j
= �r� j −r�i� and r	i,j


0 = �r� j
0−r�i

0� are the neighboring intersite
instantaneous distance and equilibrium distance, respec-
tively. The interaction energy depends therefore only on the
local environment of each independent molecule, such as the
distribution of other molecules and their distance to it, as
well as their spin state �Fig. 1�b��; this is at variance with the
standard Ising-like model. In another context, it has been
formulated in a similar way for modeling magneto-elastic
couplings in three-dimensional �3D� Ising schemes.46–48 An

important issue is that the intersite distance corresponds to
the Fe¯Fe separation, as illustrated in Fig. 1, and should
not be confused with the true intermolecular distances usu-
ally characterized from structural analyses �e.g., H¯O hy-
drogen bonds and C¯C short contacts�.

In some cases, it has been recognized that in addition to
the electronic and intramolecular vibrational entropy
changes, the latter being mostly related to the Fe-N stretch-
ing and octahedron distortion modes, intermolecular �lattice�
vibrations may also contribute significantly.49 Zimmermann
and Konig50 applied a simple Debye model with two differ-
ent Debye temperatures ��HS and �LS� to account for the
entire vibrational contribution. From accurate single-crystal
diffraction measurements, we have concluded that the 2D
polymeric SC compound �Fe�btr�2�NCS�2� ·H2O exhibits lat-
tice modes of higher vibration amplitudes in the HS state.
Related to this, the HS and LS crystal lattices exhibit a dif-
ferent thermal-expansion behavior.51 The thermoelastic prop-
erties for such SC systems is obviously dependent on the
spin state, and therefore has to be considered in the model.
As a consequence, the independence of the interaction pa-
rameter J with the spin state in the standard Ising-like model
is a drastic approximation, which we relax here. The equilib-
rium distance r	i,j


0 in the undistorted lattice and the elastic
coupling A��i ,� j� between a pair of molecules i and j are
considered as follows:

A��i,� j� = AHS r	i,j

0 = rHS if �i = � j = 1,

=AHL =rHL if �i = − � j ,

=ALS =rLS if �i = � j = − 1.

�3�

The intersite equilibrium distances correspond to the in-
termolecular distances in the HS and LS phases �called lat-
tice spacing for simplicity hereafter�. We recall that they are
not relative to the internal Fe-N distance. Although the inter-
molecular distances are known to be different in the HS and
LS phases, typical values cannot be given a priori.

Condition �3� can be formally rearranged to

A��i,� j� = J0 + J1��i + � j� + J2�i� j , �4�

with

J0 =
�AHS + 2AHL + ALS�

4
,

J1 =
�AHS − ALS�

4
,

J2 =
�AHS − 2AHL + ALS�

4
. �5�

A relation similar to Eq. �4� was derived separately by
Bolvin and Kahn28 and Boukheddaden et al.32 In our case,
Velast in Eq. �2� takes the form of an anharmonic intersite
potential of the empirical �6-3� LJ form with finite range
rmax:

�i� if r	i,j
 	 rmax

ri

0

(a)

(b)

|| - ||r ri i

0

LS

HS

� � � ��i g�

� � � ��i g�

�

ri,j

V
elast

FIG. 1. �Color online� Schematic picture of the two-variable
model. �a� HS molecule of spin variable �i at position r�i, displaced
from its equilibrium position r�i

0. �b� Molecules on a 2D lattice with
separating distance ri,j = �r� j −r�i� and interacting through intermo-
lecular Lennard-Jones potentials Velast.
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Velast�r	i,j
,r	i,j

0 � = � r	i,j


0

r	i,j

6

− 2� r	i,j

0

r	i,j

3

,

�ii� if r	i,j
 
 rmax

Velast�r	i,j
,r	i,j

0 � = 0. �6�

The first term in Velast results from strong short-range repul-
sive interaction, while the second term represents the long-
range attractive interaction. Velast is a dimensionless quantity;
the real elastic interaction is given by A��i ,� j�Velast, as speci-
fied in Eq. �2�. The choice of rmax is crucial to ensure the
stability of the crystal lattice and retain the structural topol-
ogy �each site surrounded by four neighbors on the square
lattice�. In other words, there is no diffusion of molecules
across the whole system. It is to be noted that rmax prevents
the algorithm from accessing the entire phase space spanned
by the translational degrees of freedom. Three different po-
tentials are considered for HS-HS, HS-LS, and LS-LS neigh-
boring pairs �Fig. 2�. The position of the minimum is relative
to the corresponding equilibrium distance rHS

0 , rHL
0 , rLS

0 , de-
fining three lattice spacings. The potential depth is related to
the strength of the intermolecular coupling AHS, AHL, ALS.
For all the simulations, the equilibrium distances of the un-
distorted lattices take the values rHS

0 =1.2, rHL
0 =1.1, and rLS

0

=1, which correspond to a more compact LS phase; this is
the experimentally observed usual trend. Intersite equilib-
rium distances between LS and HS species are intermediate
between purely LS and HS ones. These chosen values for the
equilibrium distances are not relative to any specific com-
pound, but exaggerated to amplify the effects. The essential
characteristic of the selected LJ potential is the asymmetry,

leading to the desired anharmonicity. In a first approxima-
tion, harmonic potentials can successfully predict many
properties of the solid. However, anharmonic terms in the
intermolecular potentials are responsible for several phenom-
ena, important in the context of SC, such as thermal expan-
sion, compressibility, and thermal conductivity. The chosen
parameters of the LJ potentials ensure a stiffer lattice in the
LS state with respect to the HS state, and correspond to a
lower bulk modulus B in the HS state. B is related to the
second derivative of the crystal energy with respect to the
volume. In the case of pairwise additive central intermolecu-
lar potentials, B is given by the second derivative of the
potential with respect to the intersite distance. Considering
our scheme, B for the pure HS or LS lattices is roughly
related to the curvatures of the LJ potentials at the equilib-
rium HS and LS distances. It is less straightforward for the
intermediate-spin configurations. It is clear from Fig. 2 that
the curvature is more pronounced in the LS state. For quan-
titative confrontation with experimental data, a more effi-
cient intermolecular force field would be more appropriate,
possibly of the Buckingham exp-6 form, augmented with
electrostatic interactions through distributed multipole
expansions.52 The optimum parameters of the LJ potentials
could be determined through an appropriate optimization
procedure by the knowledge of the cohesive crystal energy,
lattice parameters, and thermal-expansion tensors of the HS
and LS pure phases.53

The total two-variable Hamiltonian H���� , �r��� can finally
be written as

H����,�r��� = �
	i,j


Velast�r	i,j
,r	i,j

0 ��J0 + J1��i + � j� + J2�i� j�

+
�eff

2 �
i

�i, �7�

where J0Velast takes only negative values, whereas J1Velast
and J2Velast may be either positive or negative, depending on
the respective depth of the LJ potentials. When J2Velast�0,
the system is ferroelastic, while for J2Velast
0, the system is
said to be antiferroelastic. Although ferroelastic materials is
the general case, a few examples of the second kind have
been discovered so far.54 This expression of the interaction
energy as the sum of three terms is similar to a formulation
of Ising-like model based on elasticity theory,32,55 although
for the latter, the interaction energy is identical for HS-HS
and LS-LS pairs and the corresponding J0 term is a constant
energy shift. We chose here the cohesive energy of the pure
HS and LS phases as different, which is rationalized by the
fact that both phases usually exhibit modifications of the
supramolecular organization, even possibly related to a
space-group change �crystallographic phase transition�. Con-
trasting with the standard Ising-like model, the LJ pair po-
tentials lead to coupling parameters which are defined locally
and depend on the pair 	i , j
. The entire system exhibits
therefore a distribution of interaction constants. A similar
idea has also been introduced in a thermodynamic model to
explain unusual spin transition features.56 The introduction
of lattice degrees of freedom allows the couplings to fluctu-
ate when the system is in contact with a thermal bath, which

FIG. 2. Spin-dependent Lennard-Jones potentials A��i ,� j�Velast

describing elastic interactions between two nearest-neighbor sites i
and j. The position and depth of the potentials define three lattice
spacings �rHS

0 ,rHL
0 ,rLS

0 � and three intermolecular couplings
�AHS,AHL,ALS�. rmax is specified as a vertical dotted line.
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we consider in the following. The system can be character-
ized by two quantities: the magnetization per site 	�
 and the
mean intersite distance 	r
 �lattice spacing� defined as

	�
 =
1

Z�
���
��

i=1

N
�i

N��R

�
k=1

N

dr�k exp�− �H� , �8�

	r
 =
1

Z�
���
�

R

�
k

N

dr�k��
	i,j


M r	i,j


M �exp�− �H� , �9�

where ����=���1� ¯ ���N� corresponds to a sum over all
spin configurations and �R�k=1

N dr�k=�−�
� dr�1 ¯ �−�

� dr�N to
a continuous sum over all position vector configurations ac-
cessible for the system. Z=�����R�i=1

N dr�i exp�−�H� is the
canonical partition function and exp�−�H� is the Boltzmann
weight with �=1 /kBT corresponding to the inverse tempera-

ture �kB=1�. M is the number of intersite bonds.

B. Dynamical aspects and Monte Carlo simulations

In order to study the static properties of Hamiltonian �7�,
we perform MC simulations on a simple square deformable
lattice with free boundary conditions. We adopt the NVT-MC
method, where N is the number of sites �molecules�, V is the
volume of the system, and T is the thermal bath temperature.
The use of periodic conditions would have required a
treatment in the isobaric �N , P ,T� statistical ensemble, where
P is the pressure of the system, allowing the area of the
system to fluctuate through a length rescaling. Let
P��1 , . . . ,�N ,r�1 , . . . ,r�N , t� be the probability for the system
to have the spin configuration ��1 , . . . ,�N� and the position
vector configuration �r�1 , . . . ,r�N� at Monte Carlo step �MCS�
t. We assume that the P���� , �r�� , t� evolution is governed by
the master equation

P����,�r��,t + 1� =� �
i=1

N

dr�i�
N�

����

������,�r��� → ���,�r���P�����,�r���,t� − �����,�r�� → ����,�r����P����,�r��,t� , �10�

where ����� , �r��→ ���� , �r�� �� is the transition rate corre-
sponding to the conditional probability for the system to
have the ����� , �r���� configuration at MCS t knowing it was
���� , �r��� at MCS t−1. The transition probability is imposed
to follow the Boltzmann equilibrium distribution. The sta-
tionary condition �P���� , �r�� , t� /�t=0 leads to the well-
known necessary but nonsufficient detailed balance condi-
tion

������,�r��� → ���,�r���
�����,�r�� → ����,�r����

=
exp�− �H����,�r����

exp�− �H�����,�r�����
. �11�

In the following, we choose two transition probabilities,
Wspin�����→ ���� for the spin variables and Welast��r���
→ �r��� for the displacement vectors, which is justified by the
different characteristic time at which electronic and lattice
deformation processes in the adiabatic approximation take
place. As a matter of fact, electron transitions occur within
femtoseconds, while atomic displacement and vibrational re-
laxation occur in the picosecond to nanosecond time scale. A
nonconserved order-parameter dynamic is chosen for
Wspin�����→ ���� and Welast��r���→ �r���. For dealing with the
nonequilibrium behavior of the SC phenomenon, the appro-
priate choice of the transition rate would be of Arrhenius
type, which allows one to correctly reproduce the sigmoidal
relaxation curves of the HS fraction at very low
temperature.21,22,27 In the present case, we restrict the analy-
sis to the equilibrium properties of our model; the nonequi-
librium study will be the subject of a future publication. We
choose the Metropolis single-variable-changing dynamics57

for the two variables of the Hamiltonian. The different se-

quences of a MCS are as follows: �i� A lattice site i is chosen
randomly and the fictitious spin �i flip is updated according
to the Metropolis acceptance criterion. �ii� Another site j at
the position r� j�xj ,yj� is chosen randomly and a new position
r� j��xj� ,yj�� is proposed as

xj� = xj + dxj
,

yj� = yj + dyj
, �12�

where dxj
and dyj

are random continuous displacements
drawn on a Gaussian distribution of zero mean and adjust-
able variance. The new position of the site is evaluated and
updated using the Metropolis scheme. �iii� The two previous
stages are repeated N times. The spin and lattice variables are
thus technically decoupled in the algorithm; the real inter-
play comes from the Hamiltonian. MC simulations have
been performed on 3232 square lattice �N=1024� with
open boundary conditions. In addition, for simplicity, J1 has
been set to 0 in all calculations, corresponding to ALS being
equal to AHS. Although this assumption simplifies our Hamil-
tonian, this does not bring a real severe limitation since J1
mostly affects the transition temperature �vide supra�.

III. EQUILIBRIUM BEHAVIOR OF THE ANHARMONIC
MODEL

The properties of the model defined by Hamiltonian �7�,
called hereafter as anharmonic model, are described accord-
ing to the behavior of the intrinsic parameters nHS and r	i,j


norm.
nHS can be defined as a function of the fictitious magnetiza-
tion:
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nHS =
1 + 	�


2
. �13�

The dimensionless and normalized lattice spacing r	i,j

norm is

relative to the distance between two neighboring sites i and j.
Its thermodynamic average rnorm is given by

rnorm =
	r
 − rLS

0

rHS
0 − rLS

0 , �14�

where 	r
 is the average intersite distance in the system.

A. �eff=0 case

We discuss in a first step the behavior of the anharmonic
model without effective field and setting J1=0, and interpret
it with respect to the phase diagram of the well-known zero-
field Ising model defined by

HIsing = − J2�
	i,j


�i� j , �15�

where J2 is the usual coupling constant. Both models �anhar-
monic and zero-field Ising model� have been treated using
identical system size to have an estimate of finite-size ef-
fects, the true Curie temperature of the 2D Ising model at the
thermodynamic limit being indeed well known.58 The phase
diagram is derived using the following procedure. At t=0 the
system is prepared in a totally ordered HS �nHS=rnorm=1� or
LS �nHS=rnorm=0� configuration. For t
0 the system is in
contact with a thermal bath at a temperature T. The observ-
ables nHS and rnorm are estimated as the average over 6
105 MCSs, using only configurations after a waiting time
�w �i.e., disregarding configurations in the nonequilibrium
transient regime�. For the different simulations, �w range
from 104 to 105 MCSs per spin for temperatures far from and
near the critical point, respectively. The results are given in
Fig. 3.

Just as the Ising case, the anharmonic model presents a
disordered �nHS=1 /2� phase at high temperature and an or-

dered phase �nHS�1 /2� at low temperature, separated by a
critical temperature TC not estimated in this work.59 It is well
known that in the ordered phase, the free-energy density of
the Ising model f Ising�nHS� has two symmetric and degenerate
stable solutions nHS+

0 �T� and nHS−
0 �T� for �eff→0+ and �eff

→0−, respectively, surrounding the unstable solution nHS
=1 /2. Obviously, it is expected that the application of a non-
zero field �eff would break the symmetry between nHS+

0 and
nHS−

0 . Surprisingly, even if the temperature-dependent field
�eff is absent, the anharmonic model does not have this sym-
metry between the two states. This is due to the deliberate
choice of different LJ potentials for HS and LS states �Eq.
�6��, which corresponds to an additional entropy difference
�Sadd between the HS and the LS phases. �Sadd acts as an

additional field, noted as h̃, which breaks the symmetry be-
tween the two states in the free-energy density f�nHS�, as
schematically represented in Fig. 4. This additional field is a
key feature of this anharmonic model. Under such condi-

tions, the overall effective field ��eff+ h̃� cannot be easily
canceled since Velast�r	i,j
 ,r	i,j


0 � itself depends on the spins �i
and � j due to the fact that r	i,j


0 depends on the spin values of
the sites i and j. Figure 3 indicates that the more compact
nHS−

0 �T� phase is the stable one, while nHS+
0 �T� is metastable.

The additional entropy term can be formally written as addi-
tional degeneracies, originating from lattice vibrations
�phonons�, as will be shown by solving analytically Hamil-
tonian �7� in a forthcoming paper. For a purely harmonic 1D
SC chain, the corresponding degeneracy is simply related to
the ratio of LS and HS elastic constants.32 A similar depen-
dence on ALS and AHS, but a more complicated one, does
exist for the present anharmonic model.

B. �effÅ0 case

We now study the �eff�0 case, setting ln�g+ /g−�=4 for
all MC simulations. The two-dimensional Ising-like model
under temperature-dependent field has been widely studied
numerically24 and exactly in the mean-field approximation.21

FIG. 3. Temperature dependences of nHS for the anharmonic
�squares� and zero-field finite-size Ising model �triangles�. Systems
prepared in ordered �HS� and �LS� phases are represented by open
and filled symbols, respectively. Parameters of the model: J0=999,
J1=0, and J2=1.

FIG. 4. Schematic representation of the free-energy density
f�nHS� in the ordered phase �T�TC� for the zero-field Ising �full
line� and the anharmonic �dotted line� model with �eff�T�=0.
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Following previous treatment, the corresponding transition
temperature Tequ, at which 	�
=0 and nHS=1 /2, is defined
by the condition

�eff = � − kBTequ ln�g� = 0, �16�

which gives

Tequ =
�

kB ln�g�
. �17�

This definition of Tequ is an approximation; the true transition
temperature corresponds to the temperature at which the free
energies of the HS and LS states are equal. However, MC
simulations do not allow the determination of the free energy
of the system, which justifies the use of this approximation.
For the Ising-like model, the equilibrium temperature is
known to be independent of the coupling parameter J2 �see
Eq. �17��, while the sharpness of the spin transition increases
with J2. Whether the change in nHS is continuous �gradual� or
discontinuous �first-order character� depends on whether Tequ
is above or below the critical temperature of the correspond-
ing zero field Ising model TIsing.

58 The transition line between
spin crossover and first-order transition in the J2-� phase
diagram of the anharmonic model has been determined in the
following way. Thermal hysteresis loops have been per-
formed by varying J2 parameters for different fixed � values
until the total disappearance of bistability is observed, which
corresponds to the transition line. As seen in Fig. 5, the an-
harmonic model displays such a critical behavior but the
transition line differs from the finite-size Ising-like model.
This suggests that the critical temperature TC of the anhar-
monic model is different from that of the simple Ising case.
The introduction of the anharmonic coupling favors the first-
order transition behavior. In agreement with our findings, it
has been shown that the introduction of anharmonic contri-
bution to the 1D atom-phonon model sharpens also the spin
transition and drives the “first-order” character.33 As ex-
pected, first-order character is observed for high J2 values
and weak HS to LS ligand-field energy difference �.

The two extreme cases, namely, those of first-order ther-
mal spin transition and simple spin crossover, are represented
in Figs. 6 and 7, respectively. Figure 6 shows an abrupt tran-
sition with hysteresis. Snapshots of the configuration of the
system at several temperatures display the different stages of
the LS→HS and HS→LS phase transformations. The �1�
and �2� ��4� and �5�� upper snapshots show germ nucleation
of the HS �LS� state within the LS �HS� phase. The �3� and
�6� upper snapshots present LS and HS coarsening spin do-
mains. Our two-variable model allows also probing the cor-
responding configuration of the crystal lattice. On the lower
snapshots in Fig. 6, equilibrium distances in the undistorted
LS and HS lattices are represented in white and black, re-
spectively, while intermediate distances are represented in
grayscale. Each thermally induced germ nucleation leads to a
local lattice distortion, which grows to a structurally defined
domain of large area �lower snapshots �3� and �6��. These
coarsening domains coexist in the system near Tequ: the tran-
sition is heterogeneous with structural phase separation. The
separation between HS and LS domains is clearly not abrupt,

FIG. 5. J2-� phase diagram of the anharmonic �filled squares�
and finite-size Ising-like models �open circles� �J0=999 and J1=0�.

spin

lattice

FIG. 6. Top: Temperature dependences of nHS �squares� and
rnorm �circles� in the anharmonic model with J0=999, J1=0, and
�=8. J2 has been chosen above the transition line defined in Fig. 5
such as J2=0.9. The two observables are reported during the warm-
ing �filled symbols� and cooling modes �open symbols�. Bottom:
Snapshots of the configuration of the system at different tempera-
tures in the hysteresis loop. Spin �black: �HS� state; white: �LS�
state� and lattice �black: r	i,j


norm=rHS
0 ; white: r	i,j


norm=rLS
0 ; shaded gray:

rLS
0 �r	i,j


norm�rHS
0 � observables are represented on top and bottom,

respectively. The thermal loops have been performed using 2000
Monte Carlo transient steps at a heating rate of dT /dt=2
10−6 K MCS−1 in the warming and then cooling modes, the ini-
tial system configuration being the final configuration of the previ-
ous temperature. Error bars are smaller than the symbols.
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owing to the continuous character of the lattice variable; re-
laxation of the lattice spacing occurs, which corresponds to
domain walls. Such a behavior is obviously not accessible in
a rigid-lattice model such as the standard Ising-like one. This
domain structure is expected for a first-order transition, due
to the short-range nature of the interactions in our model.
The usual short-range Ising model itself presents such a char-
acteristic clustering. Our results can be related and compared
to the elastic Ising-like model of Konishi et al.36 and Mi-
yashita et al.,37 in which the interactions are developed on a
purely harmonic intersite potential, furthermore identical
for HS and LS. This latter restriction is dissimilar to our
scheme and leads to a mean-field behavior �no short-range
interactions�.37 This harmonic elastic model does not exhibit
cluster growth, and accordingly cannot explain phase-
separation effects, as evidenced by diffraction
techniques.38–41

In the same way, the case of thermal spin crossover has
been investigated �Fig. 7�. No metastable state exists; the
process is dominated by nucleation leading to a gradual con-
version without hysteresis. All along the transition, the lattice
spacing is intermediate between the equilibrium distances in
the HS and LS undistorted phases; the transition is homoge-
neous. Structural relaxation spreads the whole system. In ad-
dition, the lattice spacing directly follows the fraction of HS
species; in other words, the Végard law is satisfied.

rnorm is a simplistic descriptor for how the crystal lattice
reacts to the spin conversion; the analysis of the distribution

of the r	i,j

norm distances is more informative. It is represented in

the form of histograms H�r	i,j

norm� in Figs. 8 and 9, correspond-

ing respectively to the J2=0.6 and J2=0.9 cases discussed
above.

In the case of a spin crossover �Fig. 8�, the distribution
consists of a large single peak whatever the temperature is,
which corresponds to a gradual change in the lattice spacing
in the crystal. This is related to a homogeneous transforma-
tion mechanism without crystallographic phase separation.
One can notice that the distribution of lattice spacing is quite
dispersed around the mean value. This is typical for a
gradual spin conversion in our model and is attributed to
weak intermolecular couplings. Starting from the LS state
and increasing the temperature, the width of the distribution
first increases as the spin conversion proceeds, as a conse-
quence of increased lattice distortions. In the late steps of the
conversion, the distribution finally becomes narrower. Distri-
butions 1, 3, and 4 �Fig. 9� present a radically different be-
havior for the first-order transition case. At low temperature
�histogram 1�, a sharp single peak centered around the lattice
spacing of the LS undistorted phase �rnorm=0� is observed.
As temperature increases in the bistability area �hysteresis
loop�, a second peak appears centered around the HS lattice
parameter �rnorm=1�. The double peak evidences domain for-
mation with phase coexistence �the metastable and the ther-
modynamically stable phases� separated by domain walls. At
the same time, both distributions widen, as a consequence of

spin

lattice

FIG. 7. Top: Temperature dependences of nHS �squares� and
rnorm �circles� in the anharmonic model with J0=999, J1=0, and
�=8, computed as in Fig. 6. J2 has been chosen below the transi-
tion line defined in Fig. 5 such as J2=0.6. Bottom: Snapshots of the
configuration of the system as in Fig. 6.

FIG. 8. Distributions of intersite distance H�r	i,j

norm� correspond-

ing to a gradual spin conversion, relative to snapshots 1�, 2�, and 3�
in Fig. 7. The inset gives the mean value 	rnorm
 and width w of
each distribution.

NICOLAZZI, PILLET, AND LECOMTE PHYSICAL REVIEW B 78, 174401 �2008�

174401-8



structural relaxation, at the domain walls principally. In the
final step of the transition, the �rnorm=1� peak sharpens and
long-range order is restored in the HS phase. It is noteworthy
that distributions 2� and 3 correspond to a quite similar HS
fraction but exhibit radically different behaviors. This differ-
ence can be related to the observations reported in the litera-
ture from x-ray- and neutron-diffraction measurements. In
the case of highly cooperative materials, the diffraction pat-
tern usually consists of a superposition of the diffraction pat-
terns of the LS and HS phases, with Bragg-peak splitting.
This has been attributed to phase coexistence in the bistabil-
ity region.38–41 On the contrary, for a homogeneous transi-
tion, a continuous peak displacement occurs.60

It is noteworthy that owing to the asymmetric �anhar-
monic� form of the intermolecular LJ potentials, the model
specifically accounts for the thermal expansion of the crystal
lattice as illustrated in Fig. 10. For this simulation, the spin
configuration for all the sites of the system has been fixed to
HS or LS �bypassing the spin Metropolis update in the algo-
rithm�. Only the lattice variables were allowed to change.
The mean lattice spacing has been evaluated as a function of
temperature. As temperature increases, thermal fluctuations
lead to a higher probability for 	r
 to be greater than rHS

0 and
rLS

0 in the HS and LS states, respectively. This directly results
from the repulsive contribution of the LJ potential being
much stronger than the attractive part �see Fig. 2�. In agree-

ment with the chosen shape of the LJ potentials, the derived
linear thermal-expansion coefficient is higher in the HS state
than in LS.

C. Condition for the presence of hysteresis

In this section, we analyze the dependence of the equilib-
rium temperature Tequ and hysteresis width �T as a function
of the parameters J0, J1, and J2 of the anharmonic model. For
the standard Ising-like model �with z neighbors�, it has been
shown from a mean-field treatment that the condition for
hysteresis �bistability� is simply given by

zJ2 

�

ln g
. �18�

When J2 is large compared to �, the change in nHS is dis-
continuous and the LS→HS conversion corresponds to a
first-order transition. Conversely, when J2 is small compared
to �, the change in nHS is gradual, as is the case for a spin
crossover. The steepness of the change in nHS at Tequ depends
on the amplitude of J2, the transition becoming more abrupt
for large J2.

In the case of the anharmonic model, we have noted in
Sec. II that the spin dependence of the LJ potentials behaves

as an additional phonon contribution h̃ to the temperature-
dependent field �eff. This suggests a nontrivial dependence
of Tequ and �T on the parameters J0, J1, and J2. In the fol-
lowing, we restrict the discussion to the more informative
case of highly cooperative system undergoing a first-order
transition. Tequ and �T are defined as follows:

FIG. 10. Temperature dependences of the mean lattice spacing
	r
 for the pure LS and HS phases �i.e., in the absence of spin
conversion�. The linear thermal-expansion coefficients � have been
fitted by straight lines. The HS and LS corresponding values are
given in the inset.

FIG. 9. Distributions of intersite distance H�r	i,j

norm� in the case of

first-order transition, relative to snapshots 1, 3, and 4 in Fig. 6 in the
warming process. The inset gives the mean value 	rnorm
 and width
w of each distribution.
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Tequ =
T↑ + T↓

2
,

�T = T↑ − T↓, �19�

where T↑ and T↓ are spin transition temperatures in the
warming and cooling modes, respectively, determined such
as d2nHS�T� /d2T=0. The dependences of the temperature
Tequ and thermal hysteresis width �T on J0, J1, and J2 are
reported in Figs. 11 and 12, respectively. J0, which is the
mean LJ potential depth, does not seem to play a key role in
our model. Tequ and �T are barely affected by large changes
in J0 except for very small values of J0 �not shown here�. J2
drives the abruptness of the transition and the opening of the
hysteresis loop. J1, which corresponds to the difference in
HS and LS potential depth and therefore to the stiffness dif-
ference between the LS and HS phases, controls mainly the
position of the equilibrium temperature. This latter is there-
fore independent of the constant AHL. In the mean-field ther-
modynamic model of Slichter and Drickamer,16 there is a �c
critical value of the phenomenological interaction parameter
� beyond which a thermal hysteresis can be observed. As
shown in Fig. 12, such a critical value of the interaction
parameter J2 also exists in the anharmonic Ising-like model.

IV. DISCUSSION AND CONCLUSION

We have presented an Ising-like model for spin transition
systems, taking into consideration the long-range elastic in-
teractions together with the vibronic degeneracy of the HS
and LS molecules. The model allows for molecular displace-
ments governed by intermolecular Lennard-Jones potentials
on a deformable lattice. By means of Monte Carlo simula-
tions, we have analyzed the static behavior of the model; the
dynamic properties will be published in a forthcoming paper.
The main advantage of our approach with respect to other
Ising-like schemes is the use of two coupled degrees of free-
dom, namely, the spin component and the lattice spacing.

Within our model, the interaction between a pair of neigh-
boring molecules in the crystal is dependent not only on their
spin states but also on their separation distance, introducing
explicitly inhomogeneities and a distribution of interaction
constants. One key element of the model is the spin depen-
dence of the LJ potentials; a broader potential has been at-
tached to the HS state, corresponding to a lower bulk modu-
lus. The HS-LS difference in potential depth controls the
thermal transition temperature and behaves as an additional
entropy term, attributed phenomenologically to a lattice pho-
non contribution. The intermolecular coupling constant J2
drives the first-order character of the transition and width of
the hysteresis loop for strong interactions. The anharmonicity
�asymmetry� of the lattice, provided by the chosen LJ form
of the pairwise interaction potentials, brings important as-
pects. For instance, thermal contraction effects, as observed
and characterized experimentally, emerge directly. From a

FIG. 12. Evolutions of the thermal hysteresis width �T as a
function of J0, J1, and J2 for �=4.

(a) (b)

FIG. 11. Variations in equilibrium temperature Tequ for �=8: �a� with J1 �J0=1000 and J2=0.9� and �b� with J2 �J0=999 and J1=0�.
Insets in each plot correspond to thermal hysteresis loops when �a� J1 and �b� J2 vary. �J2=0.65 corresponds approximately to the critical
point at which the hysteresis loop opens.�
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1D analytical treatment of our anharmonic model, it will be
shown in a forthcoming paper that the anharmonic contribu-
tion �by comparison with harmonic pairwise potentials� low-
ers the transition temperature, thus stabilizing the HS phase.
It corresponds formally to additional degeneracies of lattice
vibration origin in the effective field. Similar conclusions
have been drawn in the case of the 1D atom-phonon cou-
pling model. It has been shown that the anharmonic correc-
tion to the harmonic intersite coupling lowers also the tran-
sition temperature and drives the abruptness of the
transition.33

We may anticipate that our model would allow an inter-
pretation of the first-order transition mechanism through
like-spin domain nucleation and growth, as clearly evidenced
by several x-ray- and neutron-diffraction measurements. As a
matter of fact, for strong intermolecular interactions, the dis-
tribution of lattice spacing presents a double sharp structure,
centered on the HS and LS equilibrium distances. This is
direct evidence for phase separation in the crystallographic
sense. On the contrary, in the spin-crossover case �weak in-
termolecular coupling�, the distribution of lattice spacing
scales with the fraction of HS molecules. In this formalism,
the notion of like-spin domains emerges from the lattice vari-
able. This behavior contrasts with other elastic models with

only long-range interactions and mean-field behavior,37

which do not exhibit cluster growth and phase separation. It
is well known that the usual Ising model with short-range
interactions also exhibits cluster growth, but in this case,
only spin variables are concerned: it does not correspond to a
crystallographic phase separation such as the one evidenced
in the present study.

Our model may be easily adapted to treat dilution �or
doping� effects, that is, the case for which the crystal lattice
contains both SC and non-SC molecules with different lattice
spacings. Especially the influence of the strain induced by
the doping elements on the dynamic behavior would be
highly relevant. This possibility will be explored in a future
work.
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